Psychopharmacol ogy (2000) 152:362—-375
DOI 10.1007/s002130000536

ORIGINAL INVESTIGATION

Rudolf N. Cardinal - Trevor W. Robbins
Barry J. Everitt

The effects of d-amphetamine, chlordiazepoxide, a-flupenthixol
and behavioural manipulations on choice of signalled and unsignalled

delayed reinforcement in rats

Received: 23 November 1999 / Accepted: 27 June 2000 / Published online: 21 September 2000

© Springer-Verlag 2000

Abstract Rationale: Inability to tolerate delays to re-
ward is an important component of impulsive behaviour,
and has been suggested to reflect dysfunction of dopa-
mine systems. Objectives. The present experiments ex-
amined the effects of signalling a delayed, large reward
on rats ability to choose it over a small, immediate re-
ward, and on the response to amphetamine, a dopamine
receptor antagonist, and a benzodiazepine. Methods:
Three groups of Lister hooded rats were tested on a two-
lever discrete-trial delayed reinforcement task in which
they chose one pellet delivered immediately or four pel-
lets delivered after a delay. This delay increased from
0 to 60 s during each session. Trials began with illumina-
tion of a houselight: in the Houselight group, this re-
mained on during the delay and feeding period. In the
No Cue group, the houselight was extinguished at the
moment of choice. In the Cue group, a stimulus light was
illuminated during the delay. Once trained, the rats were
challenged with d-amphetamine (0.3, 1.0, 1.6 mg/kg),
chlordiazepoxide (1.0, 3.2, 5.6, 10 mg/kg), o-flu-
penthixol (0.125, 0.25, 0.5 mg/kg), and various behav-
ioural manipulations. Results: Subjects’ choice became
and remained sensitive to the delay; the cue speeded
learning. Amphetamine decreased choice of the large re-
inforcer in the No Cue group and increased it in the Cue
group. o-Flupenthixol and chlordiazepoxide generally
decreased preference for the delayed reinforcer; flu-
penthixol reduced the cue's effects, but chlordiazepoxide
did not interact with the cue condition. Conclusions: Sig-
nals present during a delay can enhance the ability of
amphetamine to promote choice of delayed rewards.
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Introduction

Among the many features of impulsivity, one is impul-
sive choice, exemplified by the inability of an individual
to choose a large delayed reward in preference to a small
immediate reward (Ainglie 1975). Impulsive choice has
been suggested to reflect an alteration in reinforcement
processes, namely that delayed reinforcers have lost their
effectiveness, and has been suggested to underlie atten-
tion-deficit/hyperactivity disorder (ADHD; Sagvolden
and Sergeant 1998; Sagvolden et al. 1998). ADHD is
amenable to treatment with psychomotor stimulant drugs
(Bradley 1937; see Solanto 1998 for a recent review),
suggesting that they might promote the choice of delayed
rewards. However, in laboratory models of impulsive
choice, the effects of acute administration of psychostim-
ulants have varied: some studies have found that they
promote choice of delayed reinforcers (Sagvolden et al.
1992; Richards et al. 1999; Wade et al. 2000), while oth-
ers have found the opposite effect (Charrier and Thiebot
1996; Evenden and Ryan 1996), and it has been shown
that the same psychostimulant can have opposite effects
in different tasks designed to measure impulsivity
(Richards et al. 1997b).

In studies of delayed reinforcement, it has been demon-
strated that signalled delays generaly maintain higher rates
of free-operant responding than unsignaled delays (see
Lattal 1987 for areview), and signals present during the de-
lay can have an important role in discrete-trials choice
(Mazur 1997). A signal or cue that is associated selectively
with areinforcing outcome may become a conditioned rein-
forcer. Conditioned reinforcement can affect choice behav-
iour, perhaps the best demonstration being that of Williams
and Dunn (1991) in which pigeons preferred a key associat-
ed with a conditioned reinforcer despite this leading to few-
er presentations of food. Since amphetamine-like drugs po-
tentiate the effects of conditioned reinforcers (Hill 1970;
Robbins 1976, 1978; Robbins et a. 1983), amphetamine
may promote choice of signalled delayed reinforcement.

Evenden and Ryan (1996) developed a model of im-
pulsive choice in which food-restricted rats chose be-



tween a small, immediate reward and alarge, delayed re-
ward in discrete trias, the delay to the large reinforcer
being increased in steps as the session progressed. The
present study examined the effects of the psychostimu-
lant d-amphetamine, the benzodiazepine chlordiazepox-
ide, and the mixed dopamine D,/D, receptor antagonist
a-flupenthixol on performance of a modified version of
this task, with particular emphasis on the effects of a sig-
nal present during the delay to reinforcement. Subse-
guently, to characterize the basis of performance on the
task, the effects of this signal itself, of removing the de-
lays, reversing the order of the delays, of satiation, and
of extinction were examined.

Three groups of animals were trained on variations of
the task, differing only in the signalling conditions. In
the Cue condition, illumination of a stimulus light during
the delay provided a signal that was unambiguously as-
sociated with the large reinforcer only. This design is
commonly used to establish stimuli as conditioned rein-
forcers in delay-of-reinforcement experiments (for re-
views, see Williams 1994; Mazur 1997). In the No Cue
condition, the rats awaited and collected the reinforcers
in darkness, with no signal present during the delay. This
closely resembles the situation in Evenden and Ryan's
(1996) study. The Houselight condition was intermediate
between these: in this condition, the houselight was illu-
minated at the start of the trial and remained on until 6 s
after the subject had collected the reward. The houselight
therefore preceded and accompanied delivery of the
large and small reinforcers.

Given that the effect of amphetamine on performance
of this task in the absence of differential cues was to in-
crease preference for the smal immediate reward (re-
duced tolerance of delay, Evenden and Ryan 1996), the
addition of a conditioned reinforcer would be expected
to reduce or reverse this effect. (The Houselight group
were predicted to be intermediate or equivalent to the
Cue group, in that the houselight is a weak predictor of
food.) Chlordiazepoxide was used as a positive control;
its effects were not expected to differ in the presence of a
cue because benzodiazepines do not affect the action of
appetitive conditioned reinforcers (Killcross et a. 1997),
while the dopamine receptor antagonist o-flupenthixol
was predicted to have opposite effects to amphetaminein
the cue condition as it attenuates the effects of condi-
tioned reinforcers (Robbins et al. 1983; Killcross et al.
1997).

Materials and methods

Subjects

Subjects were 24 male Lister hooded rats maintained at 90% of
their free-feeding weight and housed in pairs in a temperature-
controlled room (minimum 22°C) under a reversed light-dark cy-
cle (lights off 0830-2030 hours). Experiments took place between
1030 and 2000 hours. Feeding occurred in the home cages at the
end of the experimental day. All programs reported the amount of
food delivered during the session and this was used to correct the
amount of food given in the home cages. All experimental proce-
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dures were subject to UK Home Office approval (Project Licence
PPL 80/1324).

Apparatus

Eight identical operant conditioning chambers were used
(30%x24x30 cm; Med Instruments Inc., Georgia, Vt., USA; Modu-
lar Test Cage model ENV-007CT). Each chamber was fitted with a
2.8-W overhead house light and two retractable levers with a
2.8-W stimulus light above each lever. Between the two levers
was an alcove fitted with a traylight (60 med diffused green LED;
RS Components Ltd, UK), an infrared photodiode to detect head
entry (nosepokes), and a tray into which could be delivered 45-mg
food pellets (Rodent Diet Formula P. Noyes, Lancaster, NH,
USA). The chambers were enclosed within sound-attenuating box-
es fitted with fans to provide air circulation. The apparatus was
controlled by software written by RNC in Arachnid (Paul Fray
Ltd, Cambridge, UK), an extension to BBC BASIC V running on
an Acorn Archimedes series computer.

Training

Subjects were first trained under a fixed-ratio 1 schedule to a crite-
rion of 50 pressesin 30 min, first for the |eft lever and then for the
right. They were then trained on a simplified version of the full
task. The session began with the levers retracted and the operant
chamber in darkness. Every 40 s, atrial began with illumination of
the houselight and the traylight. The subject was required to make
a nosepoke response within 10 s, or the current trial was aborted
and the chamber returned to darkness. If the subject nosepoked
within this time limit, the traylight was extinguished and a single
lever presented. If the rat failed to respond on the lever within
10 s, the lever was retracted and the chamber darkened, but if it re-
sponded, a single pellet was delivered immediately and the tray-
light was illuminated until the rat collected the pellet (or a 10-s
collection time limit elapsed, when the chamber was darkened). In
the Houselight condition, the houselight was left on until 6 s after
the food had been collected; in the Cue and No cue conditions it
was switched off at the moment the lever was pressed.

In every pair of trials, the left lever was presented once and the
right lever once, though the order within the pair of trials was ran-
dom. Rats were trained to a criterion of 60 successful trialsin 1 h
(the maximum possible with a 40-s period being 90).

Behavioura procedure

The task was based on Evenden and Ryan’s (1996) procedure and
isillustrated in Fig. 1. Aside from the use of an extra signal during
the delay, the present task differs from that of Evenden and Ryan
in a number of ways; in particular, the subjects were required to
initiate the trials and choose a lever within a limited time, and a
forced-choice trial on each lever was given at the start of each
block of choice trials at a given delay. Additionally, in their proce-
dure the houselight was aways on, whereas in the present study
the houselight was extinguished during the intertrial interval (ITI),
making it an informative stimulus (in that food was delivered
when the houselight was on, but never when it was off). Finaly,
subjects were not given exposure to the large reinforcer before de-
lays were introduced into the task.

The session began in darkness with the levers retracted; this
was designated the intertrial state. Trials began at 100-s intervals.
Each trial began with the illumination of the houselight and the
traylight. The rat was required to make a nosepoke response, en-
suring that it was centrally located at the start of the trial (latency
to poke was designated the initiation latency). If the rat did not re-
spond within 10 s of the start of the trial, the operant chamber was
reset to the intertrial state until the next trial began and the trial
was scored as an omission. If the rat was already nosepoking
when thetrial began, the next stage followed immediately.
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Fig. 1 Schematic of the task.
On theright-hand side, the for-
mat of asingletria is shown.
This diagram shows in detail
the Houselight condition, in
which the houselight remains
on from the start of the trial un-
til 6 s after the subject has col-
lected the reward. On the | eft-
hand side, the differences be-
tween the three lighting condi-
tions areillustrated. In the No
Cue condition, the houselight is
switched off at the moment of
choice. In the Cue condition,
the houselight is similarly
switched off when the subject
responds on alever, but a stim-
uluslight isilluminated during
the delay that precedes delivery
of the large reinforcer

Condition
Houselight

1 Cue
No cue

Delay to large reward

Key
Houselight
M Stimulus light

Upon a successful nosepoke, the traylight was extinguished
and one or both levers were extended. One lever was designated
the Delayed lever, the other the Immediate lever (counterbalanced
left/right). The latency to choose a lever was recorded. (If the rat
did not respond within 10 s of lever presentation, the chamber was
reset to the intertrial state until the next trial and the trial was
scored as an omission.) When a lever was chosen, both levers
were retracted. Choice of the Immediate lever caused the immedi-
ate delivery of one pellet; choice of the Delayed lever caused the
delivery of four pellets following adelay. In the Cue condition, the
houselight was switched off at the moment of choice and a stimu-
lus light above the chosen lever switched on for the duration of the
delay. In the No Cue condition, the stimulus light was not
switched on. In the Houselight condition, the houselight remained
on instead. These three conditions are illustrated in Fig. 1.

Following any delay, the stimulus light was switched off, the
traylight was switched on and the reinforcer for that lever was de-
livered. Multiple pellets were delivered 0.5 s apart. If the rat col-
lected the pellets before the next trial began, then the time from
delivery of the first pellet until a nosepoke occurred was recorded
as the collection latency. The traylight was switched off, and in the
Houselight condition the houselight remained on for another 6 s
(eating time). In other conditions there was no houselight illumi-
nation during this time. If the rat did not collect the food within
10 s of its delivery, the operant chamber entered the intertrial state,
though collection latencies were still recorded up to the start of the
next trial. The chamber was then in the intertrial state and re-
mained so until the next trial. There was no mechanism to remove
uneaten pellets, but failure to collect the reward was an extremely
rare event (see Results).

The delay was varied systematically across the session. A ses-
sion consisted of five blocks, each comprising two trials on which

Intertrial state.

Darkness.
Trial begins.
Houselight on.
AVI;!aty::g:a ng o mm- e o * Jailure to respond
poke. within 10 s leads
nosepoke L 7" to intertrial state

-’

Traylight off. IR
Lever(s) out.

Await press. Immediate lever
l chosen

Levers retracted Levers retracted.
‘ Traylight on.

Delayed lever
chosen

Small reinforcer delivered.

Await nosepoke. = = =
Delay ¢ nosepoke
‘ Traylight off
Traylight on. ¢
Large reinforcer delivered.
Await nosepoke. - - =% Houselight off after a further 6 s.

Chamber in intertrial state.

¢ nosepoke

Traylight off

!

Houselight off after a further 6 s.
Chamber in intertrial state.

only one lever was presented (one trial for each lever, in random-
ized order) followed by ten free-choice trials. Delays for each
block were 0, 10, 20, 40 and 60 s, respectively. Astrials began ev-
ery 100 s, the total session length was 100 min; subjects received
one session per day.

Pharmacological and behavioural manipulations

A stability criterion was defined as follows: after excluding single-
lever trials, choice ratios (delayed lever responses+total responses)
were calculated for each rat using the summed responses for three
consecutive sessions, and subjected to analysis of variance (AN-
OVA) with delay as a within-subjects factor. When the effect of
delay was significant at the a=0.01 level, the rats were considered
to have criterion performance from the first session of the three.
The degree of sensitivity to the effects of the delay within each
session was also assessed by calculating the slope of the linear re-
gression of % choice of the large reinforcer against log(delay+1 s)
for each subject, though this measure did not form part of the cri-
terion. Following attainment of the criterion, baseline assessments
were performed on seven sessions immediately prior to the start of
pharmacological and behavioural manipulations, which were con-
ducted aslisted in Table 1.

Drugs

d-Amphetamine sulphate, o-flupenthixol dihydrochloride and
chlordiazepoxide hydrochloride (Sigma, UK) were all dissolved in
sterile 0.9% saline to give a final volume of 1 ml/kg and injected
intraperitoneally 10 min before the start of the session (60 min for



Table1 Experiments performed
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Group Houselight during delay

and feeding period

Stimulus light
during delay

Manipulations, in order

Houselight (n=8) On Off

No Cue (n=8) Off Off

Cue (n=8) Off On

Amphetamine 1.0, 0.3 and 1.6 mg/kg
Omission of delays

Addition of cues

Hungry versus sated (rapid)

Hungry versus sated (longer term)
Descending delays

Amphetamine 1.0, 0.3 and 1.6 mg/kg
Chlordiazepoxide 10.0, 1, 3.2 and 5.6 mg/kg
o-Flupenthixol 0.25, 0.125 and 0.5 mg/kg
Extinction

Amphetamine 1.0, 0.3 and 1.6 mg/kg
Chlordiazepoxide 10.0, 1, 3.2 and 5.6 mg/kg
o-Flupenthixol 0.25, 0.125 and 0.5 mg/kg
Omission of cues

flupenthixol). Doses were calculated as the salt and are listed in
Table 1.

Drug studies

Each dose was tested over six sessions, with each rat experiencing
either DVDVDV or VDVDVD (D drug session, V vehicle), coun-
terbalanced across rats. Responding under each dose was com-
pared with responding during the vehicle sessions that alternated
with that dose. This approach has the advantage of being able to
compare each drug dose with vehicle data collected across the
same time period, increasing the power to detect drug effectsiif the
baseline shifts gradually; it aso implies that any drug carry-over
effects would reduce the power to detect effects. Collecting data
for three drug and three vehicle sessions enabled accurate determi-
nation of choice by giving 30 choice trials at each delay/dose com-
bination. Between each six-session dose study, at least 2 days
elapsed on which no injections were given.

Omission of delays

Following testing with amphetamine, the Houselight group were
not included in further pharmacological studies but were tested
under a range of behavioural manipulations. To establish whether
they were still sensitive to the delays, they were first tested on six
sessions aternating between the normal task and a version in
which all delays were zero. Half of the rats began with the Delay
and half with the No delay condition.

Introduction of a cue

The Houselight group were next tested with successive sessions
alternating between Cue and No cue conditions, both of which
were initially unfamiliar, in the same fashion as the drug studies
(ABABAB design). As these animals learned the response-reward
contingency without the cue light, introduction of the cue was ex-
pected not to provide additiona information about the reward;
thus, according to theories of Pavlovian conditioning (see Dickinson
1980), the cue should not have entered into association with the
reward, and was therefore not predicted to affect choice.

Satiation

To exclude the interpretation that drug or delay effects were due to
differences in primary motivation, the Houselight group were re-

turned to their original signalling conditions, and were tested
while aternating between hungry and sated states on consecutive
days in the same manner as the drug/vehicle studies described
above. Following a hungry session, animals were placed on free
food (lab chow) until the start of the next day’s sated session, at
which time the food was again removed for the hungry session to
follow. The comparison is therefore between animals on ~22 h
food deprivation versus the sated state.

To establish whether prolonged deprivation had an effect on
choice, afurther satiation experiment was performed on the same
subjects: half were placed on free food for a week while half re-
mained hungry. They then performed the task for three sessions,
after which the deprivation state was reversed for a week and a
further three sessions’ data collected.

Descending delays

To demonstrate that the basic effect of delay did not depend on an
ascending series of delays, the Houselight group were next trained
under a descending series of delays (60, 40, 20, 10, O s) under
their normal signalling conditions.

Omission of a cue

Following drug testing, the Cue group were tested with sessions
that alternated between the Cue and No Cue conditions in an
ABABAB design, and subsequently with an AAABBB design
(three consecutive cue sessions followed or preceded by three no-
cue sessions). The reason for this was as follows: It was expected
that manipulations where the subjects were required to learn
through their experience of the delays during the session (that is,
manipulations which affected choice retrospectively) would be
better detected by the AAABBB design, as this gives greater op-
portunity for expression of that learned behaviour under constant
conditions. In contrast, this was not expected of manipulations that
affected the subjects’ preference for delays that were about to oc-
cur (prospective choice; this distinction follows Killeen and
Fetterman 1988). While drugs are in principle capable of affecting
choice prospectively, without requiring new learning, the only
possible way that omission of the cue could affect choice behav-
iour is retrospectively: the subjects must learn that the cue no lon-
ger follows choice of the Delayed lever. In the ABABAB design,
such learning might be obscured by the rapidly alternating contin-
gencies.
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Fig. 2A-D Task acquisition. A o B
A Group means at different 100 igzz:z:z ;g 100
time points for the Houselight g %0 ) 90
group. B Individual records for g 80 —®—Sessions 1214 5 g0 |
the Houselight group, sessions ® 70 - 2 70|
12-14, together with the group S 60 ; T 60
mean (thick line). C Acquisi- 2 504 B 50 |
tion in different cue conditions § 0 = 0
as assessed by a regression 3 e—b— — 8.
slope measure (see text). SED g W g 301
standard error of the difference 8 20 L2
between means for the & 10 10
groupxsession interaction. The 0 . 0
SED is the appropriate index of 0 10 20 40 60 0 10 20 40 60
;/ariati?jnfgor c?mpariso;} be- Delay to large reinforcer (s) Delay to large reinforcer (s)
ween different mean values
(see e.g. Howell 1997 for deri- C 5 ——Cue D 400
vation). D Responding under 9%
different cue conditions imme- 8
diately prior to drug testing £ 80
] @ 70
- 5 60
é 5 50
8 840
3 2
2 G 30 -

© 20| =——e—Cue (sessions 8-14)
E 10 ‘ —>— Houselight (sessions 15-21)
0 L ---©--- No Cue (sessions 22-28)

1.3 5 7 9 111315 17 19 21 23 25 27 0

-40

Session

Extinction

Following drug testing, the No Cue group were alternated between
their normal task and extinction sessions, in which no reinforce-
ment was delivered, in order to assess whether choice was con-
trolled by a temporal stimulus (the passage of time within a ses-
sion) or only by the exemplar (forced-choice) trials.

Statistical analysis

Data collected by the control programs were imported into a rela
tional database (Microsoft Access 97) for case selection and anal-
ysed with SPSS 8.01, using principles based on Howell (1997).
All graphs show group means and error bars are £1 SEM unless
otherwise stated.

Behavioural data were subjected to analysis of variance using a
general linear model. Missing values were not estimated but ex-
cluded from analysis. All tests of significance were performed at
a=0.05; full factorial models were used unless otherwise stated.
ANOVA models are described using a form of Keppel's (1982)
notation; that is, dependent variable=A,x(BsxS) where A is a be-
tween-subjects factor with two levels and B is a within-subjects
factor with five levels; S denotes subjects. Homogeneity of vari-
ance was verified using Levene's test. Significant main effects of
interest were investigated using pairwise comparisons with a
Sidak correction. For repeated measures analyses, Mauchly’s test
of sphericity was applied and the degrees of freedom corrected to
more conservative values using the Huynh-Feldt epsilon for any
terms involving factors in which the sphericity assumption was vi-
olated. Corrected degrees of freedom are shown to the nearest in-
teger. Where significant interactions were found following repeat-
ed measures analysis, a pooled error term was used to test be-
tween-subjects simple effects of a priori interest, but separate error
terms (i.e. plain one-way ANOVA) were used for within-subjects
factors as sphericity corrections are inadequate if a pooled error
termis used (Howell 1997, p. 468).

For baseline data, measures were calculated for each subject
using pooled responses from all sessions, because an analysis us-

10 20 40
Delay to large reinforcer (s)

ing session as a within-subjects factor would reduce the power to
detect effects of between-subjects factors (Bradley and Russell
1998). Similarly, measures were calculated across the three ses-
sion pairs of each drug study or behavioural manipulation. Choice
ratios were calculated as the percentage of responses in which the
Delayed lever was chosen, for free-choice trials only.

Results
Acquisition
Acquisition of sensitivity to delay

In al groups, the rats' behaviour became sensitive to the
delay following a number of training sessions (Fig. 2A
shows data for the Houselight group). In the first session,
preference for the Delayed lever declined as the delays
were introduced (not shown), presumably reflecting a
degree of extinction. After this, preference for the de-
layed lever increased again until it was favoured at all
delays. Finally, delay sensitivity was seen. It can be seen
from Fig. 2B that individual rats varied considerably in
their preferences, despite the regular sampling of both le-
vers at the start of each block.

Effect of cues on speed of acquisition

The presence of a cue during the delay speeded the ac-
quisition of delay sensitivity. Following identical train-
ing procedures, the Houselight group reached criterion
from session 11 (i.e. analysis of data from sessions



11-13, but not before, showed a significant effect of
delay at a=0.01); the No Cue group met the criterion
from session 18 and the Cue group from session 8. To
confirm this effect statistically, the linear regression
slopes (see Materials and methods) for the first 14 ses-
sions were subjected to an ANOVA. These slopes are
shown in Fig. 2C; analysis by groupx(sessionxS) re-
vealed a significant effect of session [F(8,139)=6.02,
P<0.001], reflecting the acquisition of delay sensitivity,
and a groupxsession interaction [F(8,139)=2.51,
P=0.002], indicating faster acquisition in the presence
of acue.

Baseline performance
Effect of cues on choice (between-subjects comparison)

All three groups reached a similar pattern of choice once
they had satisfied the delay-sensitivity criterion
(Fig. 2D). There were no significant effects of the cue
condition on choice (terms involving cue: Fs<1, NS)
though there was a significant effect of delay
[F(2,40)=38.5, P<0.001]. Similarly, there was no effect
of cue on the regression slope measure (one-way
ANOVA, F<1, NS), even for the last baseline day
[F(2,21)=1.42, NS]. Taken on its own, this suggests that
the cue helps subjects to learn the contingencies in oper-
ation, but once these have been learned the cue plays no
rolein choice.

Omissions and latencies

Subjects’ performance was reliable. Analysis across all
groups showed that total omissions (failures to initiate a
trial or respond on a lever) increased with delay
[F(2,47)=10.7, P<0.001] and there was a significant but
small tendency to slower initiation at long delays
[F(2,48)=8.63, P<0.001], plausibly due to a degree of sa-
tiation; however, even at the final delay, omissions were
only 10.8%, or one out of the 12 trials. Subjects respond-
ed faster on the lever producing the large reinforcer
[F(1,15)=17.8, P=0.001] but this was independent of the
delay (Fs<1.2). Food was collected within 10 s of deliv-
ery on 99.9% of rewarded trials.

Pharmacol ogical manipulations

In all drug studies, choice was analysed using an
ANOVA with the model (dosexdelayxS), and the main
effect of delay on choice remained highly significant
throughout (P<0.003). While there appeared to be a
small tendency for the within-session shift in prefer-
ence to be more pronounced with prolonged experience
of the task, there were no between-group differences in
responding under vehicle for any drug/dose study
[choice ratios, all Fs<1; slope measures, maximum
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Fig. 3A—C Effects of amphetamine on choice. A Amphetamine
has no effect on choice in the Houselight condition. (For clarity,
error bars are not shown and since responding under saline did not
differ in any study the saline curve is plotted across all condi-
tions.) B Amphetamine shifts choice towards the small reinforcer
in the No Cue condition. C Amphetamine shifts choice towards
the large reinforcer in the Cue condition. (Vertical bars indicate
SEDs for the main effect of amphetamine, 0.3, 1.0 and 1.6 mg/kg
from left to right. *P<0.05 and **P<0.01, main effect of drug rela-
tive to vehicle condition; #P<0.05, drugxdelay interaction)

F(2,21)=2.42, NS]; thus, drug effects at each dose can
be interpreted relative to the same group baseline. The
use of a within-subjects design allows small drug ef-
fects to be detected, but the individual variability dis-
cussed above allows a strong interpretation — for a drug
effect to be found, that drug must have consistent ef-
fects despite subjects’ starting from different individual
baselines.
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Effects of d-amphetamine

Choice. The effects of amphetamine depended on the cue
condition (Fig. 3). In the Houselight group, amphetamine
did not affect choice at any dose (main effects, Fs<1; in-
teractions with delay, Fs<2.08, NS). In the No Cue group,
amphetamine reduced preference for the large reinforcer
at 1.0 mg/kg [drugxdelay interaction, F(4,28)=3.34,
P=0.024] and at 1.6 mg/kg [main effect of drug,
F(1,7)=6.83, P=0.035], but had no effect at 0.3 mg/kg
[F(1,7)=3.30, NS]. In the Cue group, amphetamine in-
creased preference for the large reinforcer at 0.3 mg/kg
[main effect, F(1,7)=12.4, P=0.01], and had no effect at
other doses (Fs<2.25, NS). The increase in preference for
the large reinforcer caused by this dose, calculated as an
arithmetical difference between choice ratios in the
drugged and vehicle conditions, was 8.4% when averaged
over al delays (ranging from a 2% increase at 20 s delay
to an increase of 17.3% at 10 s). The only dose which
produced a significantly delay-dependent effect was
1.0 mg/kg in the No Cue group, which significantly re-
duced choice ratios at 40 s delay (P=0.018 by one-way
ANOVA) but not other delays (P=0.088 at 20 s and
P>0.266 otherwise).

The effect of amphetamine to increase preference in
the Cue group was not due to atered responding in the
zero-delay condition. Firstly, athough the absence of a
drugxdelay interaction for 0.3 mg/kg strictly does not jus-
tify simple effects analyses, which also have lower power,
such analyses showed that the effects at 10 s and 60 s (but
not 0 s) were significant in their own right. Secondly,
elimination of the zero-delay condition from analysis did
not alter the conclusion that 0.3 mg/kg caused a signifi-
cant increase in choice ratios [F(1,7)=9.8, P=0.017]; the
mean within-subject increase was 9.2% (as an arithmetical
difference of % choice) in this analysis. Non-parametrical-
ly, six of eight rats showed an increase in preference for
the delayed reinforcer calculated over all non-zero delays
(Wilcoxon matched-pairs signed-ranks test, P=0.036), and
seven of eight rats showed an increase at the largest delay
(P=0.025). Nor did elimination of the zero-delay condi-
tion alter the conclusions about other doses.

The existence of a cue-dependent effect of amphet-
amine was confirmed statistically by testing data from
the Cue and No Cue groups for a significant cuexdrug or
cuexdrugxdelay interaction; this was found for 0.3 and
1.0 mg/kg [cuexdrugxdelay, F(8,112)=2.50, P=0.016].
The highest dose, 1.6 mg/kg, had marked effects on
omissions and consequently did not demonstrate such an
interaction. The functional relevance of the cue-depen-
dent effect was assessed directly from the total mass of
food obtained on choice trials at non-zero delays:
1.0 mg/kg amphetamine reduced the amount of food ob-
tained by animals in the No Cue group by 10.7% (mean
within-subject change from saline), but this dose caused
the Cue group to obtain 12.7% more food.

Omissions. Only the highest dose of amphetamine in-
creased omissions. As there were few omissions, the per-

centage of trials on which an omission (of the initiation
or choice type) occurred was calculated and analysed in-
dependently of the delay. There was a significant overall
effect of dose [F(1,27)=24.7, P<0.001], but no effect of
cue [cue: F(2,21)=2.47, P=0.109; cuexdose: F(3,27)=
2.40, P=0.098]. Over al groups, the percentages of trials
on which an omission occurred were 1.8+0.3 (saline),
1.2+0.6 (0.3 mg/kg), 1.9+0.6 (1.0 mg/kg) and 15.7+2.9
(1.6 mg/kg). Pairwise comparisons established that the
1.6 mg/kg dose differed from all other doses, which did
not differ from each other.

Nosepoking during the delay. Amphetamine dose-
dependently reduced the proportion of the delay spent
nosepoking in the food alcove from 16% (saline, mean
across al delays) to 8% (1.6 mg/kg) [F(3,18)=12.1,
P<0.001; nosepoking data were unavailable for the
Houselight group]. In addition, independently of the ef-
fects of amphetamine, the presence of the cue supported
higher levels of nosepoking, particularly at long delays
[cuexdelay, F(3,18)=4.52, P=0.016]; the maximum ef-
fect occurred at 60 s delay, when the Cue group nose-
poked for 16% of the delay (mean across all doses) and
the No cue group for 12%. This indicates that the cue
had behavioural effects even in trained animals.

To summarize, at doses which did not grossly alter re-
sponding, the presence of a cue altered the effects of am-
phetamine on choice. Amphetamine had a cue-indepen-
dent effect to reduce preference for the delayed reinforc-
er, and a cue-dependent effect to increase preference.

Effects of chlordiazepoxide

Choice. Chlordiazepoxide (CDP) generally promoted
choice of the Immediate lever, and its effects did not al-
ter in the presence of a cue (Fig. 4). CDP had effects at
all doses used except 1.0 mg/kg.

In the No Cue group, chlordiazepoxide promoted
choice of the smaller reinforcer, but only at 10 mg/kg
[F(1,7)=14.9, P=0.006], a dose that also increased the
omission rate (see below). In the Cue group, the effects
varied according to the dose of CDP and the delay. At
10 mg/kg the effect was similar to that for the No Cue
group but not significant [F(1,6)=5.73, P=0.054]. How-
ever, 5.6 mg/kg caused a smaller but highly significant
shift towards the small reinforcer [drugxdelay interac-
tion, F(4,28)=2.87, P=0.041], an effect that was signifi-
cant at 10- to 40-s delays (simple effects, P<0.024) but
not for 0 or 60 s (P=0.058). At 3.2 mg/kg, CDP had
mixed effects [drugxdelay interaction, F(4,28)=2.84,
P=0.043], promoting choice of the large reinforcer at
10 s [F(1,7)=6.97, P=0.033] and of the small reinforcer
at 40 s [F(1,7)=6.83, P=0.035]; effects at other delays
were not significant (P=0.07). Overall, no evidence for a
cue-dependent effect of CDP was found.

Omissions. Only the highest dose (10 mg/kg) markedly
increased omissions [F(1,17)=24.4, P<0.001]. Indeed,
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Fig. 4 Effects of chlordiazepoxide on choice. As before, each line
represents the mean of eight subjects’ choice ratios, calculated for
three drugged sessions each, except the saline curve, which is cal-
culated across all four dose studies (12 sessions) for simplicity of
presentation as responding under saline did not differ in any dose
study or between signalling conditions. (Vertical bars indicate
SEDs for the main effect of chlordiazepoxide, 1.0, 3.2, 5.6 and
10.0 mg/kg from left to right. **P<0.01, main effect of drug rela-
tive to vehicle condition; #P<0.05, drugxdelay interaction)

this dose induced obvious somnolence in a number of
subjects within minutes of administration. The percent-
ages of trials on which an omission occurred were
1.4+0.3 (sdine), 1.2+0.3 (1.0 mg/kg), 1.6+0.4 (3.2 mg/kg),
4.1+1.3 (5.6 mg/kg) and 33.2+6.0 (10.0 mg/kg). Pair-
wise comparisons showed that 10.0 mg/kg differed from
all other doses (P<0.004 in all cases) but no other doses
differed from each other (P=0.255).

Nosepokes during the delay. CDP did not have consis-
tent effects on nosepoking. An ANOVA by cuex
(dosexdelayxS) revealed a complex pattern of results,
there being a dosexdelayxcue interaction [F(5,19)=4.62,
P=0.006]. However, inspection of the data revealed that
these results were entirely due to an aberrant increase in
nosepoking at 40 s under 10 mg/kg in the Cue group;
analysis without the 10 mg/kg data showed no signifi-
cant effects of any term (P>0.093).

Effects of a-flupenthixol

Choice. a-Flupenthixol had a weak effect to promote
choice of the small reinforcer, irrespective of the cue
condition. This effect reached significance for the No
Cue group at 0.125 mg/kg [main effect, F(1,7)=6.81,
P=0.035] and for the Cue group at 0.25 mg/kg
[F(1,7)=8.20, P=0.024]; though this effect was statisti-
cally independent of delay, it was numerically greatest at
delays of 2060 s. No other effects were significant,
though there was a tendency for 0.125 mg/kg to promote
choice of the small reinforcer in the Cue group as well
[F(1,7)=4.42, P=0.074]. The pattern of choice remained
remarkably stable at high doses despite a large increase
in omissions (see below).

o-Flupenthixol had a greater effect to decrease choice
ratios in the Cue condition than in the No Cue condition
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at 0.125 mg/kg: in addition to a main effect of a-flu-
penthixol to decrease choice ratio scores [F(1,14)=7.85,
P=0.014], there was a cuexdrugxdelay interaction
[F(4,56)=2.67, P=0.041]. Analysis of simple effects of
drug at different delays showed that this interaction was
due to a greater effect of 0.125 mg/kg to decrease choice
ratios in the Cue than in the No Cue group at 40 s delay
[F(1,14)=7.60, P=0.015]. However, this cue-dependent
effect was small and there were no such effects at 0.25
and 0.5 mg/kg.

Omissions. The higher doses of a-flupenthixol in-
creased omissions [F(1,20)=73.8, P<0.001]; this was in-
dependent of the cue (Fs<1). The percentages of trials on
which an omission occurred were 2.3+t0.6 (saline),
3.0+1.1 (0.125 mg/kg), 7.3£1.8 (0.25 mg/kg) and 44.4 +
4.6 (0.5 mg/kg). Pairwise comparisons showed that
0.5 mg/kg differed from all other doses (P<0.001 in all
cases); in addition, 0.25 mg/kg differed from saline
(P=0.026) but no other doses differed from each other
(P=0.145).

Nosepokes during the delay. a-Flupenthixol dose-
dependently blocked the ability of the cue to sustain
higher rates of nosepoking. In this analysis, the number
of omissions at 0.5 mg/kg was so high that it was neces-
sary to omit these data for analysis of the other doses.
This revedled a dosexcue interaction [F(1,11)=9.57,
P=0.007]. Analysis of simple effects of the drug (across
al delays) showed that in the No Cue group, the subjects
nosepoked for 10.2% of the delay regardiess of the dose
of flupenthixol. In the Cue group, however, nosepoking
occurred at a rate of 25.2% under vehicle and 26.4% un-
der 0.125 mg/kg, but nosepoking was significantly re-
duced by the 0.25 mg/kg dose, to 13.8%.

Behavioural manipulations
Omission of delays

Omission of delays had clear effects to increase prefer-
ence for the large reinforcer (Fig. 5A; Houselight group).
There were significant effects of the Delay/No Delay
factor [F(1,7)=7.80, P=0.027], trial block [F(2,14)=17.0,
P<0.001] and a significant interaction [F(2,11)=8.09,
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Fig. 5A—E Behavioural manip-
ulations. A Effect of removing
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P=0.009]. The effect of omitting the delays was not
complete, as subjects still altered their preference across
the session in the absence of any delays [simple effect of
trial block in the No Delay condition, F(4,28)=6.74,
P=0.001].

Effects of cues on choice (within-subjects comparison)

While Fig. 2D showed the effects of the cue condition on
choice in a between-subjects comparison, a more sensi-
tive test is a within-subjects comparison; not only does
this have increased statistical power, but it reduces the
potential for a learned adaptation to compensate for un-
derlying cue effects on choice.

Introduction of a cue. The Houselight group were trained
with successive sessions that alternated between Cue and
No Cue conditions (both of which were initially unfamil-

iar) in the same fashion as the drug studies. As predicted,
the cue had no effect on choice, even when the manipu-
lation was extended to 12 sessions; analysis showed F<1
(NS) for al termsinvolving cue.

Omission of a cue. Removing the cue from the Cue
group reduced subjects’ ability to choose the large, de-
layed reinforcer, although only when subjects experi-
enced several consecutive sessions without the cue.
Omitting the cue in alternate sessions (ABABAB design)
did not affect choice (F<1.26, NS for all terms involving
cue). However, when the Cue group experienced three
consecutive cue sessions followed or preceded by three
no-cue sessions (AAABBB design), an effect of cue
emerged. The cue supported more frequent choice of the
large reinforcer, particularly at long delays (Fig. 5B). An
analysis of choice ratios as (cuexdelayxS) showed a sig-
nificant cuexdelay interaction [F(3,18)=3.56, P=0.039].
Examination of individual subjects’ performance showed



that at every non-zero delay, six out of eight rats showed
more frequent choice of the large reinforcer in the pres-
ence of the cue.

Effects of prefeeding

Sating the subjects by giving 22 h free access to food
had no effect on choice, despite progressively increasing
initiation latencies through the session. Analysis of
choice (hungerxdelayxS) showed no significant terms
involving hunger (F<1, NS). Every animal made more
omissions when sated (heterogeneity of variance necessi-
tated a non-parametric test: Wilcoxon matched-pairs
signed-ranks test, P=0.012). Initiation latencies were re-
liably increased by satiation: an analysis of variance by
(hungerxdelayxS) revealed a main effect of hunger
[F(1,7)=12.4, P=0.01] and hungerxdelay [F(2,14)=5.27,
P=0.02], with no main effect of delay [F(1,10)=2.38,
NS].

Prolonged satiation or deprivation had no effect on
choice. Maintenance on a more severe food deprivation
regimen for a week reduced body weight to 86.1% of
that following a week’s free access to food (mean with-
in-subject change), yet the effect of deprivation on
choice was not significant (Fs<1.38, NS; the direction of
the change was for reduced preference for the Delayed
lever when hungry).

Effects of descending delays

Changing from an ascending to a descending series of
delays reversed the direction of the subjects’ preference
shift within the session (Fig. 5C, D); the preference shift
does not therefore depend on the use of an ascending se-
ries of delays. After the change, the group took 11 ses-
sions to re-satisfy the stability criterion, suggesting that
trained animals adjust their responding to a new pattern
of delays at a similar speed to naive subjects.

Extinction

Extinction increased the number of omissions [from
4.8+2.7 to 33.0+8.3 per session; F(1,7)=16.7, P=0.005].
Extinction also affected choice in that preference tended
towards indifference (50% ratio; Fig. 5E). However, an
effect of delay remained in extinction: preference for the
large reinforcer still declined throughout the session.
Thus, extinction caused the animals to respond infre-
guently and randomly, but their tendency to choose the
lever formerly associated with large reinforcement per-
sisted for the first block despite the forced-choice trials
preceding it. An analysis of choice ratios by (extinc-
tionxdelayxS) showed effects of extinction [F(1,7)=6.83,
P=0.035], delay [F(4,28)=36.5, P<0.001] and extinc-
tionxdelay [F(4,28)=6.98, P<0.001]. There was aso a
simple effect of delay in the Extinction condition
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[F(3,18)=7.20, P=0.003], in which responding differed
significantly from 50% choice in the first block (one-
sample t-test: t,=5.13, P=0.001) but during no other
block (Jt|<1.01, NS).

Discussion

The effects of amphetamine on impulsive choice depend-
ed strikingly upon whether the delayed reward was sig-
nalled, with amphetamine increasing impulsivity in the
unsignalled condition and decreasing impulsivity when
the delay was bridged by a signal. The dopamine recep-
tor antagonist a-flupenthixol had opposite, athough less
marked effects in the cued condition than amphetamine.
In contrast, effects on choice of chlordiazepoxide were
not influenced by signalling the delayed reward. In order
to interpret these results, the factors controlling baseline
performance will first be considered.

Task validation

This work replicates and extends the findings of Even-
den and Ryan (1996) concerning performance on this
task. Subjects choice behaviour gradually came under
the control of the programmed delay during training,
even though the overall rate of reinforcement on each le-
ver never varied and the optimal strategy was always to
choose the Delayed lever. They remained sensitive to the
delays even after prolonged training. The within-session
shift in preference was not due to satiation or fatigue: not
only did animals reliably collect food even at the end of
the session, but prefeeding and prolonged changes in
deprivation state failed to affect choice behaviour [in
agreement with Richards (1997a), though not with Brad-
shaw and Szabadi (1992) or Ho et al. (1997)]. Removing
the delays dramatically increased rats' preference for the
large reinforcer, compared to the same time point in a
normal session. Finally, when subjects were switched
from an ascending to a descending series of delays, their
preference came to shift in the opposite direction.

Some rats were far from 100% choice of the large re-
inforcer at zero delay; this differs from typical findings
with discrete-trial and ratio schedules, where maximiza-
tion is the norm (see Mackintosh 1974, pp 190-195).
The departure from 100% was also greater than that
found by Evenden and Ryan (1996); these authors al-
ways exposed rats to the differences in reinforcer magni-
tude before delays were introduced, whereas in the pres-
ent study both were introduced simultaneously. Their
training procedure alows better establishment of the
contingency between the large lever and its reward, giv-
en that acquisition of this contingency may be impaired
by the delay (Dickinson et al. 1992), but establishes a bi-
as for the large lever by the time the delays are intro-
duced. In addition, Evenden and Ryan (1996) used a
greater difference in reinforcer magnitudes between the
two levers.
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The rats' persistence in shifting their responding from
the Delayed to the Immediate lever during sessions when
all delays were zero, and during extinction sessions, im-
plies that they failed fully to use the forced-choice trials
as exemplars for the subsequent block of choice trials. It
suggests strongly that the passage of time or trials acted
as a discriminative stimulus that came to control re-
sponding, because when all delays are zero, no other
stimulus is likely to cause a shift in choice from large to
small reward. Subjects may take many sessions to ac-
quire the characteristic within-session shift in choice,
and to reacquire criterion performance when the delay
sequence is reversed, in part because they must learn a
session-wide temporal discrimination.

Role of signals present during the delay

The acquisition of delay sensitivity was facilitated by the
presence of a discrete cue signalling the delayed reward,
presumably by promoting discrimination between early
and late trials and by speeding learning of the instrumen-
tal contingencies. This cue had no gross effects on stable
choice performance, athough it supported a higher rate
of nosepoking in the food alcove during the delay. How-
ever, removing the cue demonstrated that it promoted or
supported choice of the large reinforcer in animals that
learned the task in its presence. The effects of cue omis-
sion were manifest only when animals had the opportu-
nity to learn over several sessions that the cue was no
longer contingent upon responding, as observed for other
schedules controlled by response-contingent stimuli pre-
dicting reward (Everitt et al. 1989; Arroyo et al. 1998).

The effects of the stimulus light cue are notable, be-
cause there are several environmental stimuli that could
provide information to the subjects about the impending
food reward. The absence of the small reinforcer follow-
ing choice is an unambiguous signal for all subjects that
the large reward is imminent, but an even more obvious
cue is having just responded on the Delayed lever. In the
Houselight condition, the houselight was paired in an
overlapping fashion with both the large and the small re-
ward, and was also present at the start of the trial. How-
ever, the Cue and No Cue conditions differed in only one
respect: the presence or absence of a stimulus light pre-
ceding the large delayed reward.

The results were entirely consistent with the cue be-
ing a conditioned reinforcer. The conditions existed for a
positive Pavlovian association to form between the pre-
dictive cue and the large reinforcer: the reward was de-
livered at arange of times after the onset of the stimulus,
and never in its absence. The absence of an effect of in-
troducing a cue light to the Houselight group, for whom
it provided no extrainformation, argues against a simple
stimulus-seeking explanation of the cue's effects in un-
drugged animals. Faster acquisition of delay sensitivity
in the presence of conditioned reinforcement is to be ex-
pected if such sensitivity is a consequence of discrimina-
tion learning (Grice 1948), as suggested above. Finally,

the absence of the cue at the moment of choice precludes
its role as a discriminative stimulus in the usua sense;
whether the cue acts as a conditioned reinforcer by ac-
quiring some properties of the reinforcer or by providing
information about its availability is a separate question
(see Mackintosh 1974, pp 250-259).

Effects of d-amphetamine

As predicted, amphetamine had a dua effect on choice
of delayed reinforcement, comprising a cue-independent
effect to reduce preference for the large, delayed reward,
and a cue-dependent effect to increase this preference.
Relative to vehicle conditions, the magnitude of the am-
phetamine increase in the Cue condition was moderate,
altering an average of 9% of subjects choices from im-
mediate to delayed reward decisions at non-zero delays.
However, comparing the Cue and No cue groups showed
that the cue made a large difference to the effects of
1.0 mg/kg amphetamine on responding, altering an aver-
age of 16% of decisions from immediate to delayed
choices. The cue-dependent effect of amphetamine to in-
crease preference for the delayed reinforcer was consis-
tent across subjects and resulted in a substantial increase
in the amount of food earned by the Cue group.

These effects of amphetamine are consistent with pre-
vious work on impulsive choice, and may explain certain
discrepancies in the literature: Evenden and Ryan (1996)
used a task equivalent to the No Cue condition in the
present study and found that amphetamine reduced pref-
erence for the large, delayed reward. The opposite result
has been obtained using the adjusting-amount procedure
(Richards et al. 19974), in which subjects make repeated
choices between an immediate, variable amount of water
and a delayed large reinforcer. Richards et a. sounded a
tone for the duration of the delay, analogous to the Cue
condition here, and have shown that amphetamine and
the amphetamine analogue methamphetamine increase
preference for the larger, delayed reward (Richards et al.
1997b; 1999; Wade et al. 2000). It is therefore clear that
signals during the delay must be taken into account in
future research on delayed reinforcement.

We suggest that the cue-dependent effect of amphet-
amine reflects the potentiation of conditioned reinforcing
properties of the cue, which predicts the arrival of alarge
reward. The efficacy of conditioned reinforcers is selec-
tively increased by amphetamine and related compounds
(Hill 1970; Robbins 1976; Robbins et al. 1983) and this
effect depends on a predictive relationship between the
conditioned stimulus (CS) and the primary reinforcer
(Rabbins 1976; Robbins and Koob 1978). In the present
study, the cue supported choice of the large reinforcer in
animals trained in its presence, and amphetamine poten-
tiated this effect. The neura locus for the impulsivity-
reducing effects of amphetamine remains to be estab-
lished, though this hypothesis predicts that it would be
the nucleus accumbens shell as thisis the critical site for
the potentiation of conditioned reinforcement by amphet-



amine (Taylor and Robbins 1984; Parkinson et al. 1999),
a drug whose systemic effects in this respect are relative-
ly weak (Robbins et al. 1983). The finding that amphet-
amine's effects depended on the training history of the
subjects is also analogous to that of Terrace (1963), who
suggested that drug effects on S+/S— discrimination de-
pended upon whether the training procedure established
the S- as aversive; in the present study, the cue-depen-
dent effects of amphetamine are hypothesized to depend
on training that establishes the cue as an appetitive stim-
ulus.

It is unlikely that this result simply represents another
instance of the phenomenon that behaviour controlled by
external stimuli is less susceptible to disruption by am-
phetamine (Laties and Weiss 1966; Carey and Kritkausky
1972; Laties 1972). Firstly, it should be noted that am-
phetamine might fail to disrupt behaviour controlled by
external stimuli because it potentiates the effects of con-
ditioned reinforcers, rather than because it improves dis-
criminative stimulus control (Laties et al. 1981), and
there islittle evidence to suggest that amphetamine facil-
itates control by purely discriminative (non-contingent)
stimuli (e.g. Moerschbaecher et al. 1979) or promotes re-
sponding for informative stimuli that are not themselves
paired with reward (Branch 1975). Secondly, the fact
that amphetamine increased preference for the large re-
inforcer in the presence of the cue implies that the cue
does more than ameliorate an amphetamine-induced def-
icit.

One other interpretation deserves consideration. At
the point when drug testing began, al groups had at-
tained the same degree of control of behaviour by the de-
lays. Nevertheless, as the cue affected the speed of task
acquisition, the effects of each dose were assessed at dif-
ferent time points relative to the start of training in each
group (earliest in the cued group). These slight temporal
differences might thus account for the observed differ-
ences in the effects of amphetamine between the cued
and uncued groups. However, we feel thisis unlikely, as
direct comparison of the vehicle data for each dose stud-
ied revealed no differences whatsoever in responding be-
tween the groups.

The cue-independent effect of amphetamine might re-
flect some specific psychological process. For example,
amphetamine has been suggested to increase the speed of
an internal clock (Meck 1983; Gibbon et a. 1997); this
might have affected choice prospectively (i.e. the subject
perceives itself to be at a later time-point in the session
than it actually is, hastening the within-session shift to-
wards the Immediate lever), or it may have affected ret-
rospective choice (i.e. in the drugged state, the subject
experiences a given delay as longer than it remembered,
causing a decrease in its preference for the Delayed le-
ver). However, all drugs tested tended to shift preference
towards the smaller reinforcer at high doses that signifi-
cantly increased initiation latencies and omissions; thus
this preference for the immediate reinforcer might be a
non-specific drug effect. For example, a disinhibiting ef-
fect on operant behaviour, an impairment of stimulus
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control or an impairment of memory for the instrumental
contingency resulting in delayed reward might all favour
the response producing an immediate reinforcer, a-
though we cannot know which, if any, of these putative
mechanisms was operating. Nevertheless, this general
tendency makes the cue-dependent effect of amphet-
amine the more striking.

Effects of chlordiazepoxide

CDP was used as a positive control for possible non-spe-
cific drug effects on performance, because it does not af-
fect the control over behaviour by conditioned reinforc-
ers (Robbins et al. 1983). As predicted by this account, it
did not interact with the cue condition in determining
choice of the two reinforcers. At the highest dose used,
CDP reduced preference for the delayed reinforcer (in-
creased impulsivity); this was true of high doses of all
drugs used and may represent a non-specific drug effect
(see above). At doses that did not severely disrupt re-
sponding (as assessed by the omission rate), an increase
in impulsive responding was also observed, and at one
dose CDP shifted preferences in both directions within
the session (3.2 mg/kg, Cue group), being the only occa-
sion when it caused a decrease in impulsivity.

The finding that CDP generally reduced tolerance of
delayed reward is in contrast to the demonstration by
Evenden and Ryan (1996) that another benzodiazepine,
diazepam, increased preference for the delayed reward in
this task. However, the present finding is in accord with
the effect of CDP and other benzodiazepines to promote
an impulsive strategy in a T-maze task (Thiebot et al.
1985). While the effects of benzodiazepines on impul-
sive behaviour and the basis of these effects remain un-
certain, the present results suggest that signals during a
delay to reinforcement do not contribute to their action.

Effects of a-flupenthixol

In general, doses of a-flupenthixol that did not severely
disrupt responding had small effects to reduce preference
for the large, delayed reinforcer (i.e. to reduce tolerance of
delay or promote impulsive choice). Its effects in the Cue
condition were therefore opposite to those of amphet-
amine, as was predicted from its action as a dopamine re-
ceptor antagonist. Although interactions with the cue were
not marked, those interactions were in the predicted direc-
tion: a-flupenthixol had a greater capacity to reduce toler-
ance of delay when the cue was present. As dopamine re-
ceptor antagonists, including a-flupenthixol, tend to im-
pair the control over behaviour by conditioned reinforcers
and its potentiation by amphetamine (Robbins et al. 1983;
Cador et a. 1991; Killcross et a. 1997; Wolterink et a.
1993), these results are consistent with the conditioned re-
inforcement hypothesis. Not only was a-flupenthixol able
to impair the cue's effects to support choice of the large
reinforcer, but it dose-dependently abolished the ability of
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the cue to sustain nosepoking in the food magazine during
the delay (a form of conditioned approach behaviour).
Taken together with the amphetamine result, this suggests
that dopamine-dependent mechanisms contribute to the
capabhility to choose a delayed reward by contributing to
the effectiveness of conditioned reinforcers. However, a-
flupenthixol aso promoted impulsive choice in the ab-
sence of the cue; as this was an effect common to all three
drugs tested, this may represent a non-specific disinhibit-
ing effect or lack of stimulus control, such as has been ob-
served for other neuroleptic drugs (Canon 1979; Szostak
and Tombaugh 1981).

Conclusion

One function of conditioned reinforcement is to bridge
temporal gaps between an animal’s actions and primary
reinforcement. This capacity can assist animalsin learn-
ing discriminations based on delayed reinforcement
(Grice 1948), but can also contribute to performance of
well-learned tasks. In artificial situations, conditioned re-
inforcers can even control behaviour to the detriment of
performance (Williams and Dunn 1991). The present
study has demonstrated that stimuli present during a de-
lay to reinforcement, probably by acting as conditioned
reinforcers, can influence the effects of psychomotor
stimulants. This has implications for the understanding
and treatment of disorders of impulsive choice in hu-
mans, including ADHD; in particular, it suggests that the
maximum benefit of psychostimulant treatment in this
disorder will be obtained when behaviour is highly con-
trolled by conditioned reinforcers, and when the avail-
ability of delayed reward is clearly signalled (see also
Sagvolden et al. 1998). In addition, it supports the idea
that delay discounting of the efficacy of future rewardsis
not a unitary process (Ainslie 1975), but rather that the
observed phenomenon of discounting arises from several
underlying processes of which conditioned reinforce-
ment is but one.
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